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18 CHAPTER 2 ¢ INTRODUCTION TO LOoGIC CIRCUITS

The study of logic circuits is motivated mostly by their use in digital computers. But such circuits also form
the foundation of many other digital systems where performing arithmetic operations on numbers is not of
primary interest. For example, in a myriad of control applications actions are determined by some simple
logical operations on input information, without having to do extensive humerical computations.

Logic circuits perform operations on digital signals and are usually implemented as electronic circuits
where the signal values are restricted to a few discrete valuebinémy logic circuits there are only two
values, 0 and 1Iin decimallogic circuits there are 10 values, from 0 toSInce each signal value is naturally
represented by a digit, such logic circuits are referred tdigisal circuits. In contrast, there existnalog
circuits where the signals may take on a continuous range of values between some minimum and maximum
levels.

In this book we deal with binary circuits, which have the dominant role in digital technology. We hope to
provide the reader with an understanding of how these circuits work, how are they represented in mathematical
notation, and how are they designed using modern design automation techniques. We begin by introducing
some basic concepts pertinent to the binary logic circuits.

| 2.1 VARIABLES AND FUNCTIONS

The dominance of binary circuits in digital systems is a consequence of their simplicity,

which results from constraining the signals to assume only two possible values. The simplest

binary element is a switch that has two states. If a given switch is controlled by an input

variablex, then we will say that the switch is operxit= 0 and closed ik = 1, as illustrated

in Figure 2.;. We will use the graphical symbol in Figure B.tb represent such switches

in the diagrams that follow. Note that the control ingu$ shown explicitly in the symbol.

In Chapter 3 we will explain how such switches are implemented with transistors.
Consider a simple application of a switch, where the switch turns a small lightbulb

on or off. This action is accomplished with the circuit in Figurea2.2 battery provides

the power source. The lightbulb glows when sufficient current passes through its filament,

which is an electrical resistance. The current flows when the switch is closed, that is, when

x = 1. In this example the input that causes changes in the behavior of the circuit is the

x=0 X =1

(a) Two states of a switch

S

I
X

(b) Symbol for a switch

Figure 2.1 A binary switch.
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Figure 2.2 A light controlled by a switch.

switch controlx. The output is defined as the state (or condition) of the lighf the light
is on, we will say that. = 1. If the the light is off, we will say that = 0. Using this
convention, we can describe the state of the liglats a function of the input variabbe
SinceL = 1if x=1andL = 0 if x = 0, we can say that

L(X) =X

This simplelogic expressiordescribes the output as a function of the input. We say that
L(x) = xis alogic functionand thatx is aninput variable

The circuit in Figure 2.2 can be found in an ordinary flashlight, where the switch is a
simple mechanical device. In an electronic circuit the switch is implemented as a transistor
and the light may be a light-emitting diode (LED). An electronic circuit is powered by
a power supply of a certain voltage, perhaps 5 volts. One side of the power supply is
connected to ground, as shown in Figurea2. Phe ground connection may also be used as
the return path for the current, to close the loop, which is achieved by connecting one side
of the light to ground as indicated in the figure. Of course, the light can also be connected
by a wire directly to the grounded side of the power supply, as in Figuee 2.2

Consider now the possibility of using two switches to control the state of the light. Let
x1 andx; be the control inputs for these switches. The switches can be connected either
in series or in parallel as shown in Figure 2.3. Using a series connection, the light will be
turned on only if both switches are closed. If either switch is open, the light will be off.
This behavior can be described by the expression

L (X1, X2) = X1 - X2
where L=1ifx; =1andx =1,
L = 0 otherwise

The “.” symbolis called th&ND operator and the circuitin Figure 2&s said toimplement
alogical AND function

19
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(a) The logical AND function (series connection)
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(b) The logical OR function (parallel connection)

Figure 2.3  Two basic functions.

The parallel connection of two switches is given in Figureb2.l8 this case the light
will be on if eitherx; or x, switch is closed. The light will also be on if both switches are
closed. The light will be off only if both switches are open. This behavior can be stated as

L(X1, X2) = X1 + X2
where L=1lifxy=1orxx=1o0rifx,=x =1,
L=0ifxg=x =0.
The+ symbol is called th©R operatorand the circuit in Figure 2I8is said to implement
alogical OR function
In the above expressions for AND and OR, the outpt, ;) is a logic function with

input variables; andx,. The AND and OR functions are two of the most important logic
functions. Together with some other simple functions, they can be used as building blocks

S
XI
1
T
Power S X3 L | Light
I T

supply
I

X5

Figure 2.4 A series-parallel connection.
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for the implementation of all logic circuits. Figure 2.4 illustrates how three switches can be
used to control the light in a more complex way. This series-parallel connection of switches
realizes the logic function

L (X1, X2, X3) = (Xy + X2) - X3

The light is on ifx3 = 1 and, at the same time, at least one ofxther x, inputs is equal
to 1.

2.2 INVERSION

So far we have assumed that some positive action takes place when a switch is closed, such
as turning the light on. It is equally interesting and useful to consider the possibility that a
positive action takes place when a switch is opened. Suppose that we connect the light as
shown in Figure 2.5. In this case the switch is connected in parallel with the light, rather
than in series. Consequently, a closed switch will short-circuit the light and prevent the
current from flowing through it. Note that we have included an extra resistor in this circuit

to ensure that the closed switch does not short-circuit the power supply. The light will be
turned on when the switch is opened. Formally, we express this functional behavior as

L(x) =X
where L=1ifx=0,
L=0ifx=1

The value of this function is the inverse of the value of the input variable. Instead of
using the wordnverse it is more common to use the teromplementThus we say that

L(x) is a complement ok in this example. Another frequently used term for the same
operation is th&NOT operation There are several commonly used notations for indicating
the complementation. In the preceding expression we placed an overbar orxtophié
notation is probably the best from the visual point of view. However, when complements
are needed in expressions that are typed using a computer keyboard, which is often done
when using CAD tools, it is impractical to use overbars. Instead, either an apostrophe is

—9

R
o |

supply I x| s L

Figure 2.5  An inverting circuit.
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placed after the variable, or the exclamation mark or the word NOT is placed in front of the
variable to denote the complementation. Thus the following are equivalent:

X = X = Ix = NOTX

The complement operation can be applied to a single variable or to more complex
operations. For example, if

f(X1, X2) = X1+ X
then the complement dfis
foa ) = xx+x

This expression yields the logic value 1 only when neithenor x; is equal to 1, that is,
whenx; = x; = 0. Again, the following notations are equivalent:

X1+ X2 = (X1 + %) =!(X1 + %2) = NOT (X + X2)

| 2.3 TrutH TABLES

We have introduced the three most basic logic operations—AND, OR, and complement—by
relating them to simple circuits built with switches. This approach gives these operations a
certain “physical meaning.” The same operations can also be defined in the form of a table,
called atruth table as shown in Figure 2.6. The first two columns (to the left of the heavy
vertical line) give all four possible combinations of logic values that the variablasdx,

can have. The next column defines the AND operation for each combination of valyes of
andxy, and the last column defines the OR operation. Because we will frequently need to
refer to “combinations of logic values” applied to some variables, we will adopt a shorter
term,valuation to denote such a combination of logic values.

The truth table is a useful aid for depicting information involving logic functions. We
will use it in this book to define specific functions and to show the validity of certain func-
tional relations. Small truth tables are easy to deal with. However, they grow exponentially
in size with the number of variables. A truth table for three input variables has eight rows
because there are eight possible valuations of these variables. Such atable is given in Figure
2.7, which defines three-input AND and OR functions. For four-input variables the truth
table has 16 rows, and so on.

XL X2 || X1-X2 | X1+ X2

0 O 0 0

0 1 0 1

1 0 0 1

1 1 1 1
AND OR

Figure 2.6 A truth table for the AND and OR operations.
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Figure 2.7  Three-input AND and OR operations.

The AND and OR operations can be extendedhtaariables. An AND function

of variablesxy, %o, - - -, X, has the value 1 only if alh variables are equal to 1. An OR
function of variablesq, xo, - - -, X, has the value 1 if at least one, or more, of the variables
isequalto 1.
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The three basic logic operations introduced in the previous sections can be used to implement
logic functions of any complexity. A complex function may require many of these basic
operations for its implementation. Each logic operation can be implemented electronically
with transistors, resulting in a circuit element callelibgic gate A logic gate has one or
more inputs and one output that is a function of its inputs. It is often convenient to describe
a logic circuit by drawing a circuit diagram, schematicconsisting of graphical symbols
representing the logic gates. The graphical symbols for the AND, OR, and NOT gates are
shown in Figure 2.8. The figure indicates on the left side how the AND and OR gates are
drawn when there are only a few inputs. On the right side it shows how the symbols are
augmented to accommodate a greater number of inputs. We will show how logic gates are
built using transistors in Chapter 3.

A larger circuit is implemented by etworkof gates. For example, the logic function
from Figure 2.4 can be implemented by the network in Figure 2.9. The complexity of a
given network has a direct impact on its cost. Because it is always desirable to reduce
the cost of any manufactured product, it is important to find ways for implementing logic
circuits as inexpensively as possible. We will see shortly that a given logic function can
be implemented with a number of different networks. Some of these networks are simpler
than others, hence searching for the solutions that entail minimum cost is prudent.

In technical jargon a network of gates is often callddgic networkor simply alogic
circuit. We will use these terms interchangeably.
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Xl_
X2_

X —
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X1
X, X1+ X, Xy + Xy + X
(b) OR gates

X AI >0— X
(c) NOT gate

Figure 2.8  The basic gates.

ANALYSIS OF A LoGIC NETWORK

A designer of digital systems is faced with two basic issues. For an existing logic network,
it must be possible to determine the function performed by the network. This task is referred
to as theanalysisprocess. The reverse task of designing a new network that implements a
desired functional behavior is referred to as syathesiprocess. The analysis process is
rather straightforward and much simpler than the synthesis process.
Figure 2.1@ shows a simple network consisting of three gates. To determine its

functional behavior, we can consider what happens if we apply all possible input signals to
it. Suppose that we start by making= x, = 0. This forces the output of the NOT gate

X1
X2
f=(x;+x,) Xy

Figure 2.9  The function from Figure 2.4.
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(b) Truth table for f
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X1 0 |
1
X2 0 I | I
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0
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(c) Timing diagram

X1
1-1-0-1
0-1-0-1 g
X2

(d) Network that implements g = x; + X,

Figure 2.10  An example of logic networks.

to be equal to 1 and the output of the AND gate to be 0. Because one of the inputs to the
OR gate is 1, the output of this gate will be 1. Therefdre; 1 if x; = x, = 0. If we let

x; = 0 andx, = 1, then no change in the valuefowill take place, because the outputs of

the NOT and AND gates will still be 1 and 0O, respectively. Next, if we apply= 1 and

X2 = 0, then the output of the NOT gate changes to 0 while the output of the AND gate

25
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remains at 0. Both inputs to the OR gate are then equal to 0; hence the valwdldife 0.
Finally, letx; = x, = 1. Then the output of the AND gate goes to 1, which in turn causes

f to be equal to 1. Our verbal explanation can be summarized in the form of the truth table
shown in Figure 2.10

Timing Diagram

We have determined the behavior of the network in Figureghy@onsidering the four
possible valuations of the inputsandx,. Suppose that the signals that correspond to these
valuations are applied to the network in the order of our discussion; thiat,i;) = (0, 0)
followed by (0, 1), (1, 0), and(1, 1). Then changes in the signals at various points in the
network would be as indicated in blue in the figure. The same information can be presented
in graphical form, known as @iming diagram as shown in Figure 2.0 The time runs
from left to right, and each input valuation is held for some fixed period. The figure shows
the waveforms for the inputs and output of the network, as well as for the internal signals
at the points labeled andB.

Timing diagrams are used for many purposes. They depict the behavior of a logic
circuit in a form that can be observed when the circuit is tested using instruments such as
logic analyzers and oscilloscopes. Also, they are often generated by CAD tools to show
the designer how a given circuit is expected to behave before it is actually implemented
electronically. We will introduce the CAD tools later in this chapter and will make use of
them throughout the book.

Functionally Equivalent Networks

Now consider the network in Figure 2.d.0Going through the same analysis procedure,
we find that the outpud changes in exactly the same wayf atoes in partg) of the figure.
Therefore,g(x1, X2) = f(Xg, X2), which indicates that the two networks are functionally
equivalent; the output behavior of both networks is represented by the truth table in Figure
2.10. Since both networks realize the same function, it makes sense to use the simpler
one, which is less costly to implement.

In general, a logic function can be implemented with a variety of different networks,
probably having different costs. This raises an important question: How does one find the
best implementation for a given function? Many techniques exist for synthesizing logic
functions. We will discuss the main approaches in Chapter 4. For now, we should note that
some manipulation is needed to transform the more complex network in Figueiata0
the network in Figure 2.1 Sincef (x1, Xo) = X3 + X3 - X2 andg(Xy, X2) = X1 + Xo, there
must exist some rules that can be used to show the equivalence

X1+ X1 X2 =X1+ X

We have already established this equivalence through detailed analysis of the two circuits and
construction of the truth table. But the same outcome can be achieved through algebraic
manipulation of logic expressions. In the next section we will discuss a mathematical
approach for dealing with logic functions, which provides the basis for modern design
techniques.
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2.5 BOOLEAN ALGEBRA

In 1849 George Boole published a scheme for the algebraic description of processes involved
in logical thought and reasoning [1]. Subsequently, this scheme and its further refinements
became known aBoolean algebra It was almost 100 years later that this algebra found
application in the engineering sense. Inthe late 1930s Claude Shannon showed that Boolean
algebra provides an effective means of describing circuits built with switches [2]. The
algebra can, therefore, be used to describe logic circuits. We will show that this algebra
is a powerful tool that can be used for designing and analyzing logic circuits. The reader
will come to appreciate that it provides the foundation for much of our modern digital
technology.

Axioms of Boolean Algebra

Like any algebra, Boolean algebra is based on a set of rules that are derived from a
small number of basic assumptions. These assumptions are agilleds Let us assume
that Boolean algebrB involves elements that take on one of two values, 0 and 1. Assume
that the following axioms are true:

laa. 0-0=0
b. 1+1=1
2a. 1-1=1
2b. 0+0=0

3a. 0-1=1-0=0

3b. 1+0=0+1=1

da. Ifx=0,thenx=1

4b. Ifx=1,thenx =0
Single-Variable Theorems

From the axioms we can define some rules for dealing with single variables. These
rules are often calletheorems f x is a variable irB, then the following theorems hold:

ba. x-0=0
5h. x+1=1
6a. x-1l=x
6b. Xx+0=x
7a. X-X=X
b, X+Xx=X
8a. x-Xx=0
8b. x+x=1
9. X=x

Itis easy to prove the validity of these theorems by perfect induction, that is, by substituting
the valuesx = 0 andx = 1 into the expressions and using the axioms given above. For
example, in theoremd if x = 0, then the theorem states that @ = 0, which is true
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according to axiom & Similarly, if x = 1, then theorem&states that 10 = 0, which
is also true according to axioma3 The reader should verify that theorenestb 9 can be
proven in this way.

Duality

Notice that we have listed the axioms and the single-variable theorems in pairs. This
is done to reflect the importaptinciple of duality Given a logic expression, itgual is
obtained by replacing alt- operators with operators, and vice versa, and by replacing
all Os with 1s, and vice versa. The dual of any true statement (axiom or theorem) in
Boolean algebra is also a true statement. At this point in the discussion, the reader will
not appreciate why duality is a useful concept. However, this concept will become clear
later in the chapter, when we will show that duality implies that at least two different ways
exist to express every logic function with Boolean algebra. Often, one expression leads to
a simpler physical implementation than the other and is thus preferable.

Two- and Three-Variable Properties

To enable us to deal with a number of variables, it is useful to define some two- and
three-variable algebraic identities. For each identity, its dual version is also given. These
identities are often referred to ppperties They are known by the names indicated below.
If X, y, andz are the variables iB, then the following properties hold:

10a. x-y=y-x Commutative
10b. xX+y=y+x

lla. x-(y-2=(X-y)-z Associative
11b. x+(y+2=xX+y) +z

12a. X-(y+2=X-y+X-2z Distributive
1. xX+y-z=X+Yy)  -X+2

138, X+X-y=X Absorption
13, X-(X+Yy) =X

l4a. X-y+X-y=Xx Combining
14b. X4y -(X+y) =X

15, X-y=X+Yy DeMorgan’s theorem
15%. X+y=X-y

16a. X+X-y=X+Yy

16b. x-(X+y)=x-y

Again, we can prove the validity of these properties either by perfect induction or by
performing algebraic manipulation. Figure 2.11 illustrates how perfect induction can be
used to prove DeMorgan’s theorem, using the format of a truth table. The evaluation of
left-hand and right-hand sides of the identity iralgives the same result.

We have listed a number of axioms, theorems, and properties. Not all of these are
necessary to define Boolean algebra. For example, assuming thatahe- operations
are defined, it is sufficient to include theorems 5 and 8 and properties 10 and 12. These
are sometimes referred to as Huntington’s basic postulates [3]. The other identities can be
derived from these postulates.
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X Yy Xy Xy Xyl X+y
0 O 0 1 1)1 1
0 1 0 1 1|0 1
1 0 0 1 0|1 1
1 1 1 0 0|0 0
LHS RHS

Figure 2.11 Proof of DeMorgan's theorem in 15a.

The preceding axioms, theorems, and properties provide the information necessary for
performing algebraic manipulation of more complex expressions.

Let us prove the validity of the logic equation Example 2.1
(X1 +X3) - (X1 +X3) = Xg - X3+ X1+ X3

The left-hand side can be manipulated as follows. Using the distributive propesaty, 12
gives

LHS = (X1 + X3) - X1 + (X1 + X3) - X3
Applying the distributive property again yields
LHS = X1 - X1 + X3 - X1 + X1 - X3+ X3 - X3

Note that the distributive property allows ANDing the terms in parenthesis in a way analo-
gous to multiplication in ordinary algebra. Next, according to theoranth® terms¢; - X3
andxs - X3 are both equal to 0. Therefore,

LHS=0+X3:X1 + X -X3+0
From @ it follows that
LHS = X3 - X1 4+ X1 - X3
Finally, using the commutative property,d@nd 1®, this becomes
LHS =X, - X3+ X1 - X3
which is the same as the right-hand side of the initial equation.

consider the logic equation Example 2.2
X1-X3+ X2 Xg+ X1 - X3+ X2 X3 =X - X2 + X1 - X2 + X1 - X2
The left-hand side can be manipulated as follows

LHS =X; - X3+ X1 - X3+ X2 - X3 + X2 - X3 using 1M
=X+ (X3 +X3) + X2+ (X3 + X3) using 12
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=X -14%-1 using®d
=X +Xo using &

The right-hand side can be manipulated as

RHS=7X;-X; 4+ X3 - (X2 +X2) using 1&

=X;-Xo+X -1 using &
=X1-Xo+ X1 using &
=X+ X1-Xo using 1®
=X;+ Xz using 1&

Being able to manipulate both sides of the initial equation into identical expressions estab-
lishes the validity of the equation. Note that the same logic function is represented by either
the left- or the right-hand side of the above equation; namely

f (X1, X2, X3) = X1 - X3 + X2 - X3+ X1 - X3 + X2 - X3
=Xp- X2+ Xy - X + X1 - X

As a result of manipulation, we have found a much simpler expression
f (X1, X2, X3) = X1 + X2

which also represents the same function. This simpler expression would result in a lower-
cost logic circuit that could be used to implement the function.

Examples 2.1 and 2.2 illustrate the purpose of the axioms, theorems, and properties
as a mechanism for algebraic manipulation. Even these simple examples suggest that it is
impractical to deal with highly complex expressions in this way. However, these theorems
and properties provide the basis for automating the synthesis of logic functions in CAD
tools. To understand what can be achieved using these tools, the designer needs to be aware
of the fundamental concepts.

2.5.1 THE VENN DIAGRAM

We have suggested that perfect induction can be used to verify the theorems and properties.
This procedure is quite tedious and not very informative from the conceptual point of view.
A simple visual aid that can be used for this purpose also exists. It is called the Venn
diagram, and the reader is likely to find that it provides for a more intuitive understanding
of how two expressions may be equivalent.

The Venn diagram has traditionally been used in mathematics to provide a graphical
illustration of various operations and relations in the algebra of sets. fisatcollection
of elements that are said to be the members. oin the Venn diagram the elements of
a set are represented by the area enclosed by a contour such as a square, a circle, or an
ellipse. For example, in a univerdeof integers from 1 to 10, the set of even numbers is
E = {2, 4,6, 8,10}. Acontour representingencloses the even numbers. The odd numbers
form the complement d; hence the area outside the contour repre€erts(1, 3, 5, 7, 9}.
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Since in Boolean algebra there are only two values (elements) in the unietse,
{0, 1}, we will say that the area within a contour corresponding to adenotes thag = 1,
while the area outside the contour denates 0. In the diagram we will shade the area
wheres = 1. The concept of the Venn diagram is illustrated in Figure 2.12. The unierse
is represented by a square. Then the constants 1 and O are represented as showr)in parts (
and ) of the figure. A variable, say, is represented by a circle, such that the area inside
the circle corresponds to = 1, while the area outside the circle corresponds te 0.
This is illustrated in partd). An expression involving one or more variables is depicted by

(a) Constant 1 (b) Constant 0
X X
(c) Variable x (d) x
(e) xOy H x+y
(@ xO (h) xOy+z

Figure 2.12  The Venn diagram representation.



April 5, 1999 14:05

32

g02-ch2  Sheet number 16 Page number 32  black

CHAPTER 2 ¢ INTRODUCTION TO LOoGIC CIRCUITS

shading the area where the value of the expression is equal to 1dParti¢ates how the
complement ok is represented.

To represent two variableg,andy, we draw two overlapping circles. Then the area
where the circles overlap represents the case wherg = 1, namely, the AND ok and
y, as shown in partd). Since this common area consists of the intersecting portiors of
andy, the AND operation is often referred to formally as theersectionof x andy. Part
(f) illustrates the OR operation, whexet y represents the total area within both circles,
namely, where at least one ®for y is equal to 1. Since this combines the areas in the
circles, the OR operation is formally often called tirdonof x andy.

Part @) depicts the product term- y, which is represented by the intersection of the
area forx with that fory. Part f) gives a three-variable example; the expressiog + z
is the union of the area farwith that of the intersection of andy.

To see how we can use Venn diagrams to verify the equivalence of two expressions,
let us demonstrate the validity of the distributive property, i@ section 2.5. Figure 2.13
gives the construction of the left and right sides of the identity that defines the property

X-(Yy+2=X-y+Xx-2z

Part @) shows the area where= 1. Part p) indicates the area for+ z. Part €) gives the
diagram forx - (y + 2), the intersection of shaded areas in pajsahd ). The right-hand

(@) x (d) xOy
(b) y+z (e) x
(c) xQy+2) N xOr+xx

Figure 2.13  Verification of the distributive property X - (y+2) =x-y+x-z.
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side is constructed in partd), (), and (f). Parts (1) and €) describe the terms- y and
X - Z, respectively. The union of the shaded areas in these two diagrams then corresponds
to the expressior- y+ X - z, as seen in partf). Since the shaded areas in padisand (f)
are identical, it follows that the distributive property is valid.
As another example, consider the identity

X-y+X-Z2+y-Z=X-y+X-Z

which is illustrated in Figure 2.14. Notice that this identity states that the yernis fully
covered by the terms- y andX - z; therefore, this term can be omitted.

The reader should use the Venn diagram to prove some other identities. Itis particularly
instructive to prove the validity of DeMorgan’s theorem in this way.

85

xy xy

e

ylx xy+xk

&

xy+xk+ylk

Figure 2.14  Verificationof x -y +X-z4+y-z=x-y+X-z
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2.5.2 NOTATION AND TERMINOLOGY

Boolean algebra is based on the AND and OR operations. We have adopted the symbols
- and+ to denote these operations. These are also the standard symbols for the familiar
arithmetic multiplication and addition operations. Considerable similarity exists between
the Boolean operations and the arithmetic operations, which is the main reason why the
same symbols are used. In fact, when single digits are involved there is only one significant
difference; the result of & 1 is equal to 2 in ordinary arithmetic, whereas it is equal to 1
in Boolean algebra as defined by theordmirysection 2.5.

When dealing with digital circuits, most of the time tlkesymbol obviously represents
the OR operation. However, when the task involves the design of logic circuits that perform
arithmetic operations, some confusion may develop about the use af fyenbol. To
avoid such confusion, an alternative set of symbols exists for the AND and OR operations.
Itis quite common to use the symbol to denote the AND operation, and theymbol for
the OR operation. Thus, insteadxaf- xo, we can writex; A Xp, and instead of; + xo, we
can writexy Vv Xo.

Because of the similarity with the arithmetic addition and multiplication operations,
the OR and AND operations are often called litgical sumandproductoperations. Thus
X1 + X2 is the logical sum ok; andx,, andx; - x; is the logical product of; andx,. Instead
of saying “logical product” and “logical sum,” it is customary to say simply “product” and
“sum.” Thus we say that the expression

X1 X2 Xg+Xg - Xg+ X2 - X3+ X4
is a sum of three product terms, whereas the expression
(X1 + X3) - (X1 + X3) - (X2 + X3 + Xa)

is a product of three sum terms.

2.5.3 PRECEDENCE OF OPERATIONS

Using the three basic operations—AND, OR, and NOT—it is possible to construct an infinite
number of logic expressions. Parentheses can be used to indicate the order in which the
operations should be performed. However, to avoid an excessive use of parentheses, another
convention defines the precedence of the basic operations. It states that in the absence of
parentheses, operations in a logic expression must be performed in the order: NOT, AND,
and then OR. Thus in the expression

Xy - X2 + X1 - X

itis first necessary to generate the complemenxs ahdx,. Then the product termg - x,

andX; - X, are formed, followed by the sum of the two product terms. Observe that in the
absence of this convention, we would have to use parentheses to achieve the same effect as
follows:

(X - X2) + ((X1) - (X2))
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Finally, to simplify the appearance of logic expressions, it is customary to omit the
operator when there is no ambiguity. Therefore, the preceding expression can be written as

X1X2 + X1X2

We will use this style throughout the book.

2.6 SynTHESIS USING AND, OR, AND NOT GATES

Armed with some basic ideas, we can now try to implement arbitrary functions using the
AND, OR, and NOT gates. Suppose that we wish to design a logic circuit with two inputs,
X1 andxz. Assume thak; andx; represent the states of two switches, either of which may
be open (0) or closed (1). The function of the circuit is to continuously monitor the state
of the switches and to produce an output logic value 1 whenever the switghes) are

in states(0, 0), (0, 1), or (1, 1). If the state of the switches {4, 0), the output should be

0. Another way of stating the required functional behavior of this circuit is that the output
must be equal to O if the switch is closed anc;, is open; otherwise, the output must be

1. We can express the required behavior using a truth table, as shown in Figure 2.15.

A possible procedure for designing a logic circuit that implements the truth table is to
create a product term that has a value of 1 for each valuation for which the output function
f has to be 1. Then we can take a logical sum of these product terms to ffealizéus
begin with the fourth row of the truth table, which correspondg te- x, = 1. The product
term that is equal to 1 for this valuatiomig- x,, which is just the AND ofk; andx,. Next
consider the first row of the table, for whigh = x, = 0. For this valuation the value 1 is
produced by the product terry - X,. Similarly, the second row leads to the term- Xs.
Thusf may be realized as

f (X1, X2) = XaXo + X1Xo + X1Xo

The logic network that corresponds to this expression is shown in Figure.2.16
Although this network implemenftscorrectly, it is not the simplest such network. To
find a simpler network, we can manipulate the obtained expression using the theorems and

X1 X2 f(x1, %2)
0 0 1
0 1 1
1 0 0
1 1 1

Figure 2.15 A function fo be synthesized.
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(a) Canonical sum-of-products

T >

(b) Minimal-cost realization

Figure 2.16  Two implementations of the function in Figure 2.15.

properties from section 2.5. According to theordmwe can replicate any termin alogical
sum expression. Replicating the third product term, the above expression becomes

f (X, X2) = X1X2 + X1Xz + X1X2 + X1X2

Using the commutative property @o interchange the second and third product terms
gives

f (X1, X2) = XX + XX + XiX2 + X1Xo
Now the distributive property Eallows us to write
f(X1, X2) = (X1 + X)Xz + X1 (X2 + X2)
Applying theorem 8 we get
fX, %) =1-%+X-1
Finally, theorem @ leads to
f(Xe, %) =X +X;

The network described by this expression is given in Figurel®. Ofviously, the cost of
this network is much less than the cost of the network in @rof the figure.

This simple example illustrates two things. First, a straightforward implementation of
a function can be obtained by using a product term (AND gate) for each row of the truth
table for which the function is equal to 1. Each product term contains all input variables,
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and it is formed such that if the input variableis equal to 1 in the given row, theg is
entered in the term; i, = 0, thenx; is entered. The sum of these product terms realizes
the desired function. Second, there are many different networks that can realize a given
function. Some of these networks may be simpler than others. Algebraic manipulation can
be used to derive simplified logic expressions and thus lower-cost networks.

The process whereby we begin with a description of the desired functional behavior
and then generate a circuit that realizes this behavior is cajlathesis Thus we can
say that we “synthesized” the networks in Figure 2.16 from the truth table in Figure 2.15.
Generation of AND-OR expressions from a truth table is just one of many types of synthesis
technigues that we will encounter in this book.

2.6.1 Sum-or-Propucts AND PRODUCT-OF-SUMS FORMS

Having introduced the synthesis process by means of a very simple example, we will now
present it in more formal terms using the terminology that is encountered in the technical
literature. We will also show how the principle of duality, which was introduced in section
2.5, applies broadly in the synthesis process.

If a functionf is specified in the form of a truth table, then an expression that realizes
f can be obtained by considering either the rows in the table for whiehl, as we have
already done, or by considering the rows for whick 0, as we will explain shortly.

Minterms

For a function ofn variables, a product term in which each of theariables appears
once is called aninterm The variables may appear in a minterm either in uncomplemented
or complemented form. For a given row of the truth table, the minterm is formed by
includingx; if x; = 1 and by including; if x; = 0.

To illustrate this concept, consider the truth table in Figure 2.17. We have num-
bered the rows of the table from 0 to 7, so that we can refer to them easily. (The
reader who is already familiar with the binary number representation will realize that the
row numbers chosen are just the numbers represented by the bit patterns of vagiables
X2, andxs; we will discuss number representation in Chapter 5.) The figure shows all
minterms for the three-variable table. For example, in the first row the variables have
the valuesx; = x» = X3 = 0, which leads to the minterim;X>X3. In the second row
X1 = X2 = 0 andxs = 1, which gives the minterr;Xox3, and so on. To be able to
refer to the individual minterms easily, it is convenient to identify each minterm by an
index that corresponds to the row numbers shown in the figure. We will use the nota-
tion m to denote the minterm for row number Thusmy = X;XoX3, My = X1XoX3, and
so on.

Sum-of-Products Form

Afunctionf can be represented by an expression that is a sum of minterms, where each
minterm is ANDed with the value df for the corresponding valuation of input variables.
For example, the two-variable minterms amg = Xi1Xp, My = XpXo, My = X1Xp, and
mg = X;X. The function in Figure 2.15 can be represented as
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Row
number X1 Xo X3 Minterm Maxterm
0 0 0 0 My = X1X2X3 Mo = X1 + Xo + X3
1 0 0 1 My = X1XoX3 My =X + X2 + X3
2 0 1 0 M = X1XoX3 Mo = X3 + X2 + X3
3 0 1 1 Mg = X1XoX3 M3z = X1 + X2 + X3
4 1 0 0 my = X1 XoX3 Mg =X1+ X + X3
5 1 0 1 Mg = X1X2X3 Ms = X; + Xo + X3
6 1 1 0 Mg = X1X2X3 Mg = X1 + X2 + X3
7 1 1 1 My = X1XoX3 M7 = X1 +Xo + X3

Figure 2.17  Three-variable minterms and maxterms.

f=mp-1+m-1+m-04+mg-1
=My +m +m
= X1Xo + X1X2 + X1X2

which is the form that we derived in the previous section using an intuitive approach. Only
the minterms that correspond to the rows for wHich 1 appear in the resulting expression.

Any functionf can be represented by a sum of minterms that correspond to the rows
in the truth table for whicli = 1. The resulting implementation is functionally correct and
unique, but it is not necessarily the lowest-cost implementatidn @& logic expression
consisting of product (AND) terms that are summed (ORed) is said to be @itheof-
productsform. If each product term is a minterm, then the expression is caltetanical
sum-of-productfor the functionf. As we have seen in the example of Figure 2.16, the first
step in the synthesis process is to derive a canonical sum-of-products expression for the
given function. Then we can manipulate this expression, using the theorems and properties
of section 2.5, with the goal of finding a functionally equivalent sum-of-products expression
that has a lower cost.

As another example, consider the three-variable fundtign x,, X3), specified by the
truth table in Figure 2.18. To synthesize this function, we have to include the mint@arms
my, Mg, andme. Copying these minterms from Figure 2.17 leads to the following canonical
sum-of-products expression fbr

f (X1, X2, X3) = X1XoXa + X1 XoXg + X1X2X3 + X1XoX3
This expression can be manipulated as follows

f = (Xy + X)XoX3 + X1(X2 + X2)X3
=1-XoX3+X%X1-1-X3
= XoX3 + X1X3

This is the minimum-cost sum-of-products expressiorf fdt describes the circuit shown
in Figure 2.19. A good indication of theostof a logic circuit is the total number of gates
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Row
number X1 Xo X3 f (X1, X2, X3)
0 0 0 0 0
1 0 0 1 1
2 0 1 0 0
3 0 1 1 0
4 1 0 0 1
5 1 0 1 1
6 1 1 0 1
7 1 1 1 0

Figure 2.18 A three-variable function.

plus the total number of inputs to all gates in the circuit. Using this measure, the cost of
the network in Figure 2.18is 13, because there are five gates and eight inputs to the gates.
By comparison, the network implemented on the basis of the canonical sum-of-products
would have a cost of 27; from the preceding expression, the OR gate has four inputs, each
of the four AND gates has three inputs, and each of the three NOT gates has one input.

(a) A minimal sum-of-products realization

. )
S

(b) A minimal product-of-sums realization

Figure 2.19  Two realizations of the function in Figure 2.18.
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Minterms, with their row-number subscripts, can also be used to specify a given function
in a more concise form. For example, the function in Figure 2.18 can be specified as

f (e, Xo, Xa) = Y _(My, My, Ms, Me)

or even more simply as
f O, X2, %3) = Y _m(1,4,5,6)

The )" sign denotes the logical sum operation. This shorthand notation is often used in
practice.

Maxterms

The principle of duality suggests that if it is possible to synthesize a funétion
considering the rows in the truth table for whith= 1, then it should also be possible to
synthesizd by considering the rows for which= 0. This alternative approach uses the
complements of minterms, which are calle@dxterms All possible maxterms for three-
variable functions are listed in Figure 2.17. We will refer to a maxtefrby the same row
number as its corresponding mintenmas shown in the figure.

Product-of-Sums Form

If a given functionf is specified by a truth table, then its complememrn be rep-
resented by a sum of minterms for whith= 1, which are the rows wheife= 0. For
example, for the function in Figure 2.15

f(xe, %) = mp
= X1X2

If we complement this expression using DeMorgan’s theorem, the result is

f=f=x%
=X1+ X

Note that we obtained this expression previously by algebraic manipulation of the canonical
sum-of-products form for the functidn The key point here is that

f =M =M,

whereM; is the maxterm for row 2 in the truth table.
As another example, consider again the function in Figure 2.18. The complement of
this function can be represented as

f(x1, X2, X3) = Mo + My + Mg + 1y
= X1X2X3 + X1XoX3 + X1 XoX3 + X1X2X3

Thenf can be expressed as

f=my+m+ms+ny
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= Mo - Ms - M3 - My
= (X1 + X2 + X3) (Xy + X2 + X3) (X1 + X2 + X3) (X1 + X2 + X3)

This expression represeritas a product of maxterms.

Alogic expression consisting of sum (OR) terms that are the factors of alogical product
(AND) is said to be of theoroduct-of-sum$orm. If each sum term is a maxterm, then the
expression is called@anonical product-of-sunfer the given function. Any functioh can
be synthesized by finding its canonical product-of-sums. This involves taking the maxterm
for each row in the truth table for whidh= 0 and forming a product of these maxterms.

Returning to the preceding example, we can attempt to reduce the complexity of the
derived expression that comprises a product of maxterms. Using the commutative property
10b and the associative propertyldfrom section 2.5, this expression can be written as

f = ((X1 4 X3) + X2) (X1 + X3) + X2) (X1 + (X2 + X3)) (X1 + (X2 + X3))
Then, using the combining propertyld,4he expression reduces to
f = (X1 +X3) (X2 +X3)

The corresponding network is given in Figure 21%he cost of this network is 13. While
this cost happens to be the same as the cost of the sum-of-products version in Figaire 2.19
the reader should not assume that the cost of a network derived in the sum-of-products form
will in general be equal to the cost of a corresponding circuit derived in the product-of-sums
form.

Using the shorthand notation, an alternative way of specifying our sample function is

f (X1, X2, X3) = IT1(Mo, M2, M3, M7)
or more simply
f (X1, %2, X3) = TIM(0, 2, 3, 7)

TheTl sign denotes the logical product operation.

The preceding discussion has shown how logic functions can be realized in the form
of logic circuits, consisting of networks of gates that implement basic functions. A given
function may be realized with circuits of a different structure, which usually implies a
difference in cost. An important objective for a designer is to minimize the cost of the
designed circuit. We will discuss the most important techniques for finding minimum-cost
implementations in Chapter 4.

2.7 DESIGN EXAMPLES

Logic circuits provide a solution to a problem. They implement functions that are needed to
carry out specific tasks. Withinthe framework of a computer, logic circuits provide complete
capability for execution of programs and processing of data. Such circuits are complex and
difficult to design. But regardless of the complexity of a given circuit, a designer of logic
circuits is always confronted with the same basic issues. First, it is necessary to specify the
desired behavior of the circuit. Second, the circuit has to be synthesized and implemented.
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Finally, the implemented circuit has to be tested to verify that it meets the specifications.
The desired behavior is often initially described in words, which then must be turned into
a formal specification. In this section we give two simple examples of design.

2.7.1 THREE-WAY L1GHT CONTROL

Assume that a large room has three doors and that a switch near each door controls a light
in the room. It has to be possible to turn the light on or off by changing the state of any one
of the switches.

As a first step, let us turn this word statement into a formal specification using a truth
table. Letxs, o, andxz be the input variables that denote the state of each switch. Assume
that the light is off if all switches are open. Closing any one of the switches will turn the
light on. Then turning on a second switch will have to turn off the light. Thus the light
will be on if exactly one switch is closed, and it will be off if two (or no) switches are
closed. If the light is off when two switches are closed, then it must be possible to turn
it on by closing the third switch. If(xq, X2, X3) represents the state of the light, then the
required functional behavior can be specified as shown in the truth table in Figure 2.20.
The canonical sum-of-products expression for the specified function is

f=m+m+m+nm
= X1X2X3 + X1 X2X3 + X1 XoX3 + X1XoX3
This expression cannot be simplified into a lower-cost sum-of-products expression. The
resulting circuit is shown in Figure 2.21
An alternative realization for this function is in the product-of-sums forms. The canon-
ical expression of this type is
f =Mp-Ms-Ms- Mg
= (X1 + X2 + X3) (X1 + X2 + X3) (X1 + X2 + X3) (X1 + X2 + X3)

The resulting circuit is depicted in Figure 221t has the same cost as the circuit in part
(a) of the figure.

X1 X2 X3 f
0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1

Figure 2.20  Truth table for the three-way light control.
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(a) Sum-of-products realization
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(b) Product-of-sums realization

Figure 2.21  Implementation of the function in Figure 2.20.

When the designed circuit is implemented, it can be tested by applying the various
input valuations to the circuit and checking whether the output corresponds to the values
specified in the truth table. A straightforward approach is to check that the correct output
is produced for all eight possible input valuations.

2.7.2 MULTIPLEXER CIRCUIT

In computer systems it is often necessary to choose data from exactly one of a number
of possible sources. Suppose that there are two sources of data, provided as input signals
x; andx,. The values of these signals change in time, perhaps at regular intervals. Thus
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sequences of 0s and 1s are applied on each of the irparsdx,. We want to design a
circuit that produces an output that has the same value as gjtbex,, dependent on the
value of a selection control signal Therefore, the circuit should have three inputs;
X2, ands. Assume that the output of the circuit will be the same as the value of iaptit
s= 0, and it will be the same as if s= 1.

Based on these requirements, we can specify the desired circuit in the form of a truth
table given in Figure 2.22 From the truth table, we derive the canonical sum of products

s T1%2 f(s, 1, 22)
000 0
001 0
010 1
011 1
100 0
101 1
110 0
111 1

(a) Truth table

Xq s
f Xq
f
s X2
X2
(b) Circuit (c) Graphical symbol

s f(s, 21, 22)
0 Tr1
1 Tr2

(d) More compact truth-table representation

Figure 2.22  Implementation of a multiplexer.
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(S, X1, X2) = SXXo + SXXo + X1Xo + SX X2
Using the distributive property, this expression can be written as
f =3x (X2 +X2) + S(X1 + X)X
Applying theorem 8 yields
f=35x-1+s-1-%
Finally, theorem @& gives
f =3x% + s%

A circuit that implements this function is shown in Figure 2Zircuits of this type are

used so extensively that they are given a special name. A circuit that generates an output
that exactly reflects the state of one of a number of data inputs, based on the value of one
or more selection control inputs, is calledraultiplexet We say that a multiplexer circuit
“multiplexes” input signals onto a single output.

In this example we derived a multiplexer with two data inputs, which is referred to
as a “2-to-1 multiplexer.” A commonly used graphical symbol for the 2-to-1 multiplexer
is shown in Figure 2.22 The same idea can be extended to larger circuits. A 4-to-1
multiplexer has four data inputs and one output. In this case two selection control inputs
are needed to choose one of the four data inputs that is transmitted as the output signal. An
8-to-1 multiplexer needs eight data inputs and three selection control inputs, and so on.

Note that the statement ‘= x; if s = 0, andf = x, if s= 1" can be presented in a
more compact form of a truth table, as indicated in Figure @.22 later chapters we will
have occasion to use such representation.

We showed how a multiplexer can be built using AND, OR, and NOT gates. In Chap-
ter 3 we will show other possibilities for constructing multiplexers. In Chapter 6 we will
discuss the use of multiplexers in considerable detalil.

Designers of logic circuits rely heavily on CAD tools. We want to encourage the reader
to become familiar with the CAD tool support provided with this book as soon as possible.
We have reached a point where an introduction to these tools is useful. The next section
presents some basic concepts that are needed to use these tools. We will also introduce, in
section 2.9, a special language for describing logic circuits, called VHDL. This language
is used to describe the circuits as an input to the CAD tools, which then proceed to derive
a suitable implementation.

2.8 InTRODUCTION TO CAD ToOOLS

The preceding sections introduced a basic approach for synthesis of logic circuits. A
designer could use this approach manually for small circuits. However, logic circuits
found in complex systems, such as today’s computers, cannot be designed manually—they
are designed using sophisticated CAD tools that automatically implement the synthesis
techniques.

To design alogic circuit, anumber of CAD tools are needed. They are usually packaged
together into &€ AD systemwhich typically includes tools for the following tasks: design



ApLiI 5,1999 14:05 g02-ch2  Sheetnumber 30 Page number 46  black

46

CHAPTER 2 ¢ INTRODUCTION TO LOoGIC CIRCUITS

entry, synthesis and optimization, simulation, and physical design. We will introduce some
of these tools in this section and will provide additional discussion in later chapters.

2.8.1 DEeSIGN ENTRY

The starting point in the process of designing a logic circuit is the conception of what the
circuit is supposed to do and the formulation of its general structure. This step is done
manually by the designer because it requires design experience and intuition. The rest
of the design process is done with the aid of CAD tools. The first stage of this process
involves entering into the CAD system a description of the circuit being designed. This
stage is calledesign entry We will describe three design entry methods: using truth tables,
using schematic capture, and writing source code in a hardware description language.

Design Entry with Truth Tables

We have already seen that any logic function of a few variables can be described
conveniently by a truth table. Many CAD systems allow design entry using truth tables,
where the table is specified as a plain text file. Alternatively, it may also be possible to
specify atruth table as a set of waveforms in atiming diagram. We illustrated the equivalence
of these two ways of representing truth tables in the discussion of Figure 2.10. The CAD
system provided with this book supports both methods of using truth tables for design entry.
Figure 2.23 shows an example in which Waveform Editoiis used to draw the timing
diagram in Figure 2.10. The CAD system is capable of transforming this timing diagram
automatically into a network of logic gates equivalent to that shown in Figur@2.10

Because truth tables are practical only for functions with a small number of variables,
this design entry method is not appropriate for large circuits. It can, however, be applied
for a small logic function that is part of a larger circuit. In this case the truth table becomes
a subcircuit that can be interconnected to other subcircuits and logic gates. The most
commonly used type of CAD tool for interconnecting such circuit elements is called a
schematic captureool. The wordschematicefers to a diagram of a circuit in which circuit
elements, such as logic gates, are depicted as graphical symbols and connections between
circuit elements are drawn as lines.

Schematic Capture

A schematic capture tool uses the graphics capabilities of a computer and a computer
mouse to allow the user to draw a schematic diagram. To facilitate inclusion of basic gates
in the schematic, the tool provides a collection of graphical symbols that represent gates

Marme: T}fpe: 1DD.IDrIS QDD.IDI’IS SDD.IDHS 4008

E #2 | INPUT
b f | COMB

Figure 2.23  Screen capture of the Waveform Editor.
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of various types with different numbers of inputs. This collection of symbols is called a
library. The gates in the library can be imported into the user’'s schematic, and the tool
provides a graphical way of interconnecting the gates to create a logic network.

Any subcircuits that have been previously created, using either different design entry
methods or the schematic capture tool itself, can be represented as graphical symbols and
included in the schematic. In practice itis common for a CAD system user to create a circuit
that includes within it other smaller circuits. This methodology is knowhiagarchical
designand provides a good way of dealing with the complexities of large circuits.

Figure 2.24 gives an example of a hierarchical design created with the schematic capture
tool, provided with the CAD system, called ti&raphic Editor. The circuit includes a
subcircuit represented as a rectangular graphical symbol. This subcircuit represents the
logic function entered by way of the timing diagram in Figure 2.23. Note that the complete
circuit implements the functioh = X; + XoXs.

In comparison to design entry with truth tables, the schematic-capture facility is more
amenable for dealing with larger circuits. A disadvantage of using schematic capture is that
every commercial tool of this type has a unique user interface and functionality. Therefore,
extensive training is often required for a designer to learn how to use such a tool, and this
training must be repeated if the designer switches to another tool at a later date. Another
drawback is that the graphical user interface for schematic capture becomes awkward to use
when the circuit being designed is large. A useful method for dealing with large circuits is
to write source code using a hardware description language to represent the circuit.

Hardware Description Languages

A hardware description language (HDIS similar to a typical computer programming
language except that an HDL is used to describe hardware rather than a program to be exe-
cuted on a computer. Many commercial HDLs are available. Some are proprietary, meaning
that they are provided by a particular company and can be used to implement circuits only
in the technology provided by that company. We will not discuss the proprietary HDLs in
this book. Instead, we will focus on a language that is supported by virtually all vendors
that provide digital hardware technology and is officially endorsed dasditute of Elec-
trical and Electronics Engineers (IEEEtandard. The IEEE is a worldwide organization
that promotes technical activities to the benefit of society in general. One of its activities
involves the development of standards that define how certain technological concepts can
be used in a way that is suitable for a large body of users.

1 e
fige_&e3
— —T > f
x2 x1 F|
x=2
3

Figure 2.24  Screen capture of the Graphic Editor.
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Two HDLs are IEEE standard¥HDL (Very High Speed Integrated Circuit Hardware
Description Languageand Verilog HDL. Both languages are in widespread use in the
industry. We use VHDL in this book because itis more popular than Verilog HDL. Although
the two languages differ in many ways, the choice of using one or the other when studying
logic circuits is not particularly important, because both offer similar features. Concepts
illustrated in this book using VHDL can be directly applied when using Verilog HDL.

In comparison to performing schematic capture, using VHDL offers a number of ad-
vantages. Because itis supported by most companies that offer digital hardware technology,
VHDL provides desigmortability. A circuit specified in VHDL can be implemented in dif-
ferent types of chips and with CAD tools provided by different companies, without having
to change the VHDL specification. Design portability is an important advantage because
digital circuit technology changes rapidly. By using a standard language, the designer can
focus on the required functionality of the desired circuit without being overly concerned
about the details of the technology that will eventually be used for implementation.

Design entry of a logic circuitis done by writing VHDL code. Signals in the circuit are
represented as variables in the source code, and logic functions are expressed by assigning
values to these variables. VHDL source code is plain text, which makes it easy for the
designer to include within the code documentation that explains how the circuit works.
This feature, coupled with the fact that VHDL is widely used, encourages sharing and reuse
of VHDL-described circuits. This allows faster development of new products in cases
where existing VHDL code can be adapted for use in the design of new circuits.

Similar to the way in which large circuits are handled in schematic capture, VHDL
code can be written in a modular way that facilitates hierarchical design. Both small and
large logic circuit designs can be efficiently represented in VHDL code. VHDL has been
used to define circuits such as microprocessors with millions of transistors.

VHDL design entry can be combined with other methods. For example, a schematic-
capture tool can be used in which a subcircuit in the schematic is described using VHDL.
We will introduce VHDL in section 2.9.

2.8.2 SYNTHESIS

In section 2.4.1 we said that synthesis is the process of generating a logic circuit from a
truth table. Synthesis CAD tools perform this process automatically. However, the synthesis
tools also handle many other tasks. The processaoElating or compiling VHDL code

into a network of logic gates is part of synthesis.

When the VHDL code representing a circuit is passed through initial synthesis tools,
the output is a lower-level description of the circuit. For simplicity we will assume that
this process produces a set of logic expressions that describe the logic functions needed to
realize the circuit. These expressions are then manipulated further by the synthesis tools.
If the design entry is performed using schematic capture, then the synthesis tools produce
a set of logic equations representing the circuit from the schematic diagram. Similarly, if
truth tables are used for design entry, then the synthesis tools generate expressions for the
logic functions represented by the truth tables.

Regardless of what type of design entry is used, the initial logic expressions produced
by the synthesis tools are not likely to be in an optimal form. Because these expressions
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reflect the designer’s input to the CAD tools, itis difficult for a designer to manually produce
optimal results, especially for large circuits. One of the mostimportant tasks of the synthesis
tools is to manipulate the user’s design to automatically produce an equivalent but better
circuit. This step of synthesis is calléabic synthesisor logic optimization

The measure of what makes one circuit better than another depends on the particular
needs of a design project and the technology chosen for implementation. In section 2.6
we suggested that a good circuit might be one that has the lowest cost. There are other
possible optimization goals, which are motivated by the type of hardware technology used
for implementation of the circuit. We will discuss implementation technologies in Chap-
ter 3 and return to the issue of optimization goals in Chapter 4.

After logic synthesis the optimized circuit is still represented in the form of logic
equations. The final task in the synthesis process is to determine exactly how the circuit will
be realized in a specific hardware technology. This task involves deciding how each logic
function, represented by an expression, should be implemented using whatever physical
resources are available in the technology. The task involves two steps tealletblogy
mapping followed bylayout synthesisor physical designWe will discuss these steps in
detail in Chapter 4.

2.8.3 FUNCTIONAL SIMULATION

Once the design entry and synthesis are complete, it is useful to verify that the designed
circuitfunctions as expected. Thetool that performs this task is céfletttional simulatoy

and ituses two types of information. First, the user’sinitial design is represented by the logic
equations generated during synthesis. Second, the user specifies valuations of the circuit's
inputs that should be applied to these equations during simulation. For each valuation, the
simulator evaluates the outputs produced by the equations. The output of the simulation is
provided either in truth-table form or as a timing diagram. The user examines this output
to verify that the circuit operates as required.

The logic equations used by the simulator are those produced by the synthesis tools
before any optimizations are applied during logic synthesis. There would be no advantage
in using the optimized form of the equations, because the intent is to evaluate the basic
functionality of the design, which does not change as a result of optimization. The functional
simulator assumes that the time needed for signals to propagate through the logic gates is
negligible. In real logic gates this assumption is not realistic, regardless of the hardware
technology chosen for implementation of the circuit. However, the functional simulation
provides a first step in validating the basic operation of a design without concern for the
effects of implementation technology. Accurate simulations that account for the timing
details related to technology can be obtained by usitigiag simulator We will discuss
timing simulation in Chapter 4.

2.8.4 SUMMARY

The CAD tools discussed in this section form a part of a CAD system. A typical design flow
thatthe user follows isillustrated in Figure 2.25. After the design entry, initial synthesis tools
perform various steps. For a function described by a truth table, the synthesis approach
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Design conception

y

DESIGN ENTRY

Truth table @ VHDL

Simple synthesis

(see section 2.8.2) Tranglation

INITIAL SYNTHESISTOOLS Boolean equations

\

Functional simulation

No

wcorrect?

Yes

|

Logic synthesis, physical design, timing simulation

(see section 4.12)

Figure 2.25  The first stages of a typical CAD system.

discussed in section 2.6 is applied to produce a logic expression for the function. For
VHDL the translation process turns the VHDL source code into logic functions, which can

be represented as logic expressions. As mentioned earlier, the designer can use a mixture of
design entry methods. In Figure 2.25 this flexibility is reflected by the step labeled Merge,

in which the components produced using any of the design entry methods are automatically



April 5,1999 14:05 ¢g02-ch2  Sheet number 35 Page number 51  black

2.9 INTRODUCTION TO VHDL 51

merged into a single design. At this point the circuit is represented in the CAD system as
a set of logic equations.

After the initial synthesis the correct operation of the designed circuit can be verified by
using functional simulation. As shown in Figure 2.25, this step is not a requirement in the
CAD flow and can be skipped at the designer’s discretion. In practice, however, it is wise to
verify that the designed circuit works as expected as early in the design process as possible.
Any problems discovered during the simulation are fixed by returning to the design entry
stage. Once errors are no longer apparent, the designer proceeds with the remaining tools
in the CAD flow. These include logic synthesis, layout synthesis, timing simulation, and
others. We have mentioned these tools only briefly thus far. The remaining CAD steps will
be described in Chapter 4.

At this point the reader should have some appreciation for what is involved when using
CAD tools. However, the tools can be fully appreciated only when they are used firsthand.
In Appendexes B to D, we provide step-by-step tutorials that illustrate how to use the
MAX+plusll CAD system, which is included with this book. The tutorial in Appendix B
covers design entry with both schematic capture and VHDL, as well as functional simulation.
We strongly encourage the reader to work through the hands-on material. Because the
tutorial uses VHDL for design entry, we provide an introduction to VHDL in the following
section.

2.9 INTRODUCTION TO VHDL

In the 1980s rapid advances in integrated circuit technology lead to efforts to develop
standard design practices for digital circuits. VHDL was developed as a part of that effort.
VHDL has become the industry standard language for describing digital circuits, largely
because it is an official IEEE standard. The original standard for VHDL was adopted in
1987 and called IEEE 1076. Arevised standard was adopted in 1993 and called IEEE 1164.

VHDL was originally intended to serve two main purposes. First, it was used as a
documentation language for describing the structure of complex digital circuits. As an
official IEEE standard, VHDL provided a common way of documenting circuits designed
by numerous designers. Second, VHDL provided features for modeling the behavior of a
digital circuit, which allowed its use as input to software programs that were then used to
simulate the circuit’s operation.

In recent years, in addition to its use for documentation and simulation, VHDL has
also become popular for use in design entry in CAD systems. The CAD tools are used to
synthesize the VHDL code into a hardware implementation of the described circuit. In this
book our main use of VHDL will be for synthesis.

VHDL is an extremely complex, sophisticated language. Learning all of its features is
a daunting task. However, for use in synthesis only a subset of these features is important.
To avoid confusion in learning this complex language, we will discuss only the features of
VHDL that are actually used in the examples in the book. The material presented should
be sufficient to allow the reader to design a wide range of circuits. The reader who wishes
to learn the complete VHDL language can refer to one of the specialized texts [4-8].

To further simplify the task of learning VHDL, we will introduce the language in
several stages throughout the book. Our general approach will be to introduce particular
features only when they are relevant to the design topics covered in that part of the text. For
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convenience, in Appendix A we provide a complete listing of the VHDL features covered in
the book. The reader may wish to refer to that material from time to time. In the remainder
of this section, we discuss the most basic concepts needed to write simple VHDL code.

2.9.1 REPRESENTATION OF DIGITAL SIGNALS IN VHDL

When using CAD tools to synthesize a logic circuit, the designer can provide the initial
description of the circuit in several different ways, as we explained in section 2.8.1. One
convenient way is to write this description in the form of VHDL source code. The VHDL
compilertranslates this code into alogic circuit. Each logic signalinthe circuitis represented

in VHDL code as a data object. Justas the variables declared in any high-level programming
language have associated types, such as integers or characters, data objects in VHDL can be
of various types. The original VHDL standard, IEEE 1076, includes a data type &dlled

An object of this type is well suited for representing digital signals because BIT objects can
have only two values, 0 and 1. In this chapter all signals in our examples will be of type
BIT. Other data types are introduced in section 4.11 and are listed in Appendix A.

2.9.2 WRriITING SIMPLE VHDL CoDE

We will use an example to illustrate how to write simple VHDL source code. Consider the
logic circuit in Figure 2.26. If we wish to write VHDL code to represent this circuit, the
first step is to declare the input and output signals. This is done using a construct called
anentity. An appropriate entity for this example appears in Figure 2.27. An entity must

)=
o
Bs

X3

Figure 2.26 A simple logic function.

ENTITY examplel IS
PORT (x1,x2,x3 :IN BIT;
f : OUT BIT);
END examplel ;

Figure 2.27  VHDL entity declaration for the circuit in Figure 2.26.
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be assigned a name; we have chosen the reampleXfor this first example. The input
and output signals for the entity are calledatets and they are identified by the keyword
PORT. This name derives from the electrical jargon in which the vpand refers to an
input or output connection to an electronic circuit. Each port has an assogiatigthat
specifies whether it is an input (IN) to the entity or an output (OUT) from the entity. Each
port represents a signal, hence it has an associated type. Theegatitple has four ports

in total. The first threex, X, andxs, are input signals of type BIT. The port namfad an
output of type BIT.

In Figure 2.27 we have used simple signal naxies2, x3, andf for the entity’s ports.
Similar to most computer programming languages, VHDL has rules that specify which
characters are allowed in signal names. A simple guideline is that signal names can include
any letter or number, as well as the underscore character * ’. There are two caveats: a
signal name must begin with a letter, and a signal name cannot be a VHDL keyword.

An entity specifies the input and output signals for a circuit, but it does not give any
details as to what the circuit represents. The circuit’s functionality must be specified with a
VHDL construct called amrchitecture An architecture for our example appears in Figure
2.28. Itmust be given a name, and we have chosen the bagie-unc Although the name
can be any text string, it is sensible to assign a nhame that is meaningful to the designer.
In this case we have chosen the nabogjicFuncbecause the architecture specifies the
functionality of the design using a logic expression. VHDL has built-in support for the
following Boolean operators: AND, OR, NOT, NAND, NOR, XOR, and XNOR. (So far
we have introduced only AND, OR, and NOT operators; the others will be presented in
Chapter 3.) Following the BEGIN keyword, our architecture specifies, using the VHDL
signal assignment operater=, that outputf should be assigned the result of the logic
expression on the right-hand side of the operator. Because VHDL does not assume any
precedence of logic operators, parentheses are used in the expression. One might expect
that an assignment statement such as

f <= x1 AND x2 OR NOTx2 AND x3
would have implied parentheses
f <= (x1 AND x2) OR ((NOT x2) AND x3)

But for VHDL code this assumption is not true. In fact, without the parentheses the VHDL
compiler would produce a compile-time error for this expression.

Complete VHDL code for our example is given in Figure 2.29. This example has
illustrated that a VHDL source code file has two main sections: an entity and an architecture.

ARCHITECTURE LogicFunc OF examplel IS
BEGIN

f <= (x1 AND x2) OR (NOT x2 AND x3) ;
END LogicFunc ;

Figure 2.28  VHDL architecture for the entity in Figure 2.27.
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ENTITY examplel IS
PORT (x1,x2,x3 :IN BIT;
f : OUT BIT);
END examplel ;

ARCHITECTURE LogicFunc OF examplel IS
BEGIN

f <= (x1 AND x2) OR (NOT x2 AND x3) ;
END LogicFunc ;

Figure 2.29  Complete VHDL code for the circuit in Figure 2.26.

A simple analogy for what each section represents is that the entity is equivalent to a symbol
in a schematic diagram and the architecture specifies the logic circuitry inside the symbol.

A second example of VHDL code is given in Figure 2.30. This circuit has four input
signals, calleal, x2, x3, andx4, and two output signals, namg&andg. A logic expression
is assigned to each output. A logic circuit produced by the VHDL compiler for this example
is shown in Figure 2.31.

The preceding two examples indicate that one way to assign a value to a signal in
VHDL code is by means of a logic expression. In VHDL terminology a logic expression
is called asimple assignment statemelte will see later that VHDL also supports several
other types of assignment statements and many other features that are useful for describing
circuits that are much more complex.

2.9.3 How NoT TO WRITE VHDL CoDE

When learning how to use VHDL or other hardware description languages, the tendency for
the novice is to write code that resembles a computer program, containing many variables

ENTITY example2 IS
PORT (x1,x2,x3,x4 :IN BIT;
f, 0 : OUT BIT);
END example2 ;

ARCHITECTURE LogicFunc OF example2 IS
BEGIN

f <= (x1 AND x3) OR (NOT x3 AND x2) ;

g <= (NOT x3 OR x1) AND (NOT x3 OR x4) ;
END LogicFunc;

Figure 2.30  VHDL code for a four-input function.
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Figure 2.31  Logic circuit for the code in Figure 2.30.

and loops. Itis difficult to determine what logic circuit the CAD tools will produce when
synthesizing such code. This book contains more than 100 examples of complete VHDL
code that represent a wide range of logic circuits. In these examples the code is easily
related to the described logic circuit. The reader is advised to adopt the same style of code.
A good general guideline is to assume that if the designer cannot readily determine what
logic circuitis described by the VHDL code, then the CAD tools are not likely to synthesize
the circuit that the designer is trying to describe.

Once complete VHDL code is written for a particular design, the reader is encour-
aged to analyze the resulting circuit synthesized by the CAD tools. Much can be learned
about VHDL, logic circuits, and logic synthesis by studying the circuits that are produced
automatically by the CAD tools.

55

2.10 CoNCLUDING REMARKS

In this chapter we introduced the concept of logic circuits. We showed that such circuits can
be implemented using logic gates and that they can be described using a mathematical model
called Boolean algebra. Because practical logic circuits are often large, it is important to
have good CAD tools to help the designer. This book is accompanied by the MAX+PluslI
software, which is a CAD tool provided by Altera Corporation. We introduced a few basic
features of this tool and urge the reader to start using this software as soon as possible.
Our discussion so far has been quite elementary. We will deal with both the logic
circuits and the CAD tools in much more depth in the chapters that follow. But first, in
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Chapter 3 we will examine the most important electronic technologies used to construct
logic circuits. This material will give the reader an appreciation of practical constraints that
a designer of logic circuits must face.

2.1

2.2
23
24

2.5

2.6

2.7

2.8
29

2.10

2.11

2.12

2.13

2.14

2.15

PROBLEMS

Use algebraic manipulation to prove that yz= (X +Y) - (X + 2). Note that this is the
distributive rule, as stated in identity Ath section 2.5.

Use algebraic manipulation to prove tlfat+- y) - (x +Y) = x.
Use the Venn diagram to prove the identity in problem 1.

Use the Venn diagram to prove DeMorgan’s theorem, as given in expressisasd 3%
in section 2.5.

Use the Venn diagram to prove

Xg+ X +X3) - (Xg+ X+ X3) = X1 + X2

Determine whether or not the following expressions are valid, i.e., whether the left- and
right-hand sides represent same function.

() X1X3 + X1X2X3 + X1X2 + X1X2 = X2X3 + X1X3 + XoX3 + X1XoX3

() X1X3 + XoX3 + XoX3 = (X + X2 + X3) (X1 + X2 + X3) (X1 + X2 + X3)

(C) (X1 4 X3) (X1 4 X2 + X3) (X1 + X2) = (X1 + X2) (X2 + X3) (X1 + X3)

Draw a timing diagram for the circuit in Figure 24.9Show the waveforms that can be
observed on all wires in the circuit.

Repeat problem 2.7 for the circuit in Figure 2019

Use algebraic manipulation to show that for three input variakles, andxs

Zm(1,2,3,4,5,6,7)=x1+x2+xg

Use algebraic manipulation to show that for three input variakles, andxs

[T M(0,1,2 34,5, 6) = X1XoX3
Use algebraic manipulation to find the minimum sum-of-products expression for the func-
tionf = XyX3 + X1 X2 + X1XoX3 + X1XoX3.

Use algebraic manipulation to find the minimum sum-of-products expression for the func-
tionf = X1 XoX3 + X1X0X4 + X1 XoX3Xg4.

Use algebraic manipulation to find the minimum product-of-sums expression for the func-
tionf = (Xg + X3+ Xg) - (X1 + Xo + X3) - (X1 + X2 + X3 + Xq).

Use algebraic manipulation to find the minimum product-of-sums expression for the func-
tionf = (X3 + X2 + X3) - (X¢ + X2 + X3) - (X1 + X2 + X3) - (X1 + X2 + X3).

(a) Show the location of all minterms in a three-variable Venn diagram.
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(b) Show a separate Venn diagram for each product term in the furfictioxyXoxs + X1 %o +
X1X3. Use the Venn diagram to find the minimal sum-of-products forr of

2.16 Represent the function in Figure 2.18 in the form of a Venn diagram and find its minimal
sum-of-products form.

2.17 Figure P2.1 shows two attempts to draw a Venn diagram for four variables. Foraarts (
and p) of the figure, explain why the Venn diagram is not correct. (Hint: the Venn diagram
must be able to represent all 16 minterms of the four variables.)

(@) (b)

Figure P2.1 Two attempts to draw a four-variable Venn diagram.

2.18 Figure P2.2 gives a representation of a four-variable Venn diagram and shows the location
of mintermsmg, my, andm,. Show the location of the other minterms in the diagram.
Represent the function= X;XoX3X4 + X1X2X3X4 + X1 X2 0N this diagram.

A,

Figure P2.2 A four-variable Venn diagram.

2.19 Design the simplest sum-of-products circuit that implements the funttianx,, x3) =
>"m(3,4,6,7).

2.20 Design the simplest sum-of-products circuit that implements the fun€tianx,, x3) =
>'m(1,3,4,6,7).



ApLiI 5,1999 14:05 g02-ch2  Sheetnumber 42 Page number 58  black

58 CHAPTER 2 ¢ INTRODUCTION TO LOoGIC CIRCUITS

2.21 Design the simplest product-of-sums circuit that implements the funttianx,, x3) =
M (0,25).

2.22 Design the simplest product-of-sums expression for the funcfion, x, X3) =
1M (0,1,5,7).

2.23 Design the simplest circuit that has three inputs x,, andxs, which produces an output
value of 1 whenever two or more of the input variables have the value 1; otherwise, the
output has to be 0.

2.24 For the timing diagram in Figure P2.3, synthesize the fundtiap, x,, x3) in the simplest
sum-of-products form.

x
w
oOr OFr OFr O

] I L

— Time

Figure P2.3 A timing diagram representing a logic function.

2.25 For the timing diagram in Figure P2.4, synthesize the fundtiem, X;, x3) in the simplest
sum-of-products form.

Xlé |

xzé I I I

v I LT LT 11
fo | | -

— Time

Figure P2.4 A timing diagram representing a logic function.
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2.27

2.28

2.29

2.30

2.31
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Design a circuit with output and inputsx, Xo, Y1, andyp. Let X = X3Xp be a number,
where the four possible valuesXfnamely, 00, 01, 10, and 11, represent the four numbers
0,1, 2, and 3, respectively. (We discuss representation of numbers in Chapter 5.) Similarly,
let Y = y1yo represent another number with the same four possible values. The butput
should be 1 if the numbers representeddmndY are not equal. Otherwiséshould be 0.

(a) Show the truth table fdr

(b) Synthesize the simplest possible product-of-sums expressién for

Repeat problem 2.26 for the case whistéould be 1 only iX > Y.
(a) Show the truth table fdr

(b) Show the canonical sum-of-products expressiot.for

(c) Show the simplest possible sum-of-products expressioh for

(a) Use the Graphic Editor in MAX+plusll to draw schematics for the following functions

f1 = XoX3Xa + X1XoXa + X1XoX3 + X1XoX3
fo = XoXaq + X1X2 + XoX3

(b) Use functional simulation in MAX+plusll to prove thit= f,.
(a) Use the Graphic Editor in MAX+plusll to draw schematics for the following functions

fi=0(+X+X) - Xo+X3+Xa) - Xy + X3+ Xg) - (Xy + X3+ Xg)
fo = (X0 +Xa) - (X3 + Xa) - (X1 + Xa)

(b) Use functional simulation in MAX+plusll to prove thit= f,.

(a) Using the Text Editor in MAX+plusll, write VHDL code to describe the following
functions

f1 = X1X3 + XoX3 + X3X4 + Xa X2 + X1 X4
fo = (Xg +X3) - (Xg + X2 +X4) - (X2 + X3 + Xa)

(b) Use functional simulation in MAX+plusll to prove thiat= f,.

Consider the following VHDL assignment statements

f1 <= ((x1 AND x3) OR (NOT x1 AND NOT x3)) AND ((x2 AND x4) OR
(NOT x2 AND NOT x4)) ;

f2 <= (x1 AND x2 AND NOT x3 AND NOT x4) OR (NOT x1 AND NOT x2 AND x3 AND x4)
OR (x1 AND NOT x2 AND NOT x3 AND x4) OR
(NOT x1 AND x2 AND x3 AND NOT x4) ;

(a) Write complete VHDL code to implement f1 and 2. .
(b) Use functional simulation in MAX+plusll to prove thiat = f 2.
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